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New proofs are given for an inequality of Lorentz and Zeller which is shown
to imply other inequalities which may be useful in summability theory.

I. INTRODUCTION

Lorentz and Zeller [8] proved the inequality

mln(rn.n) (m - k + cx)(n - k + CX)(k - cx - 2)
L m - k n - k k :): 0,
k=O

CX :): 0 (1.1)
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and used it to obtain a new proof of a theorem of Hardy and H. Bohr. Their
proof starts with a transformation of (1. I) to give

rn. k' . k' 1I (fil -- - ~ (X)(II '- -~ (X)("
h>O 111 /\ , 1/ - k .

x " 2)
k

~ f (11 .,-x--- k') (Ill - I) i~L i I).x"· (ex

kc,O II \111 -~ k k !
k -+- 2)

(1.2)

m II, and then they estimate the right hand side of (1.2).
Whenever a problem dealing with sums of products of binomial coefficients

arises, the sum should be translated into a hypergeometric function to see
what the problem really is. For hypergeometric functions are just a canonical
way of writing such sums and so two seemingly different sums can be identified
if they contain the same factorials. Once this transformation has been done,
there is a body of knowledge which has been developed in the past two
hundred years which can be used to try to solve the problem.

The sum (I. I) can be written as

(::x" I)m (x 1- 1)" F (--111, --I1,--,x
--111T-- --I/-!- 3 2'_ fil 'x, _./1

so (l.l) is equivalent to

-- x

F (--111, -1/, -lx -

3 2 ._ 111 -- .X, --' /1 -- ·x

where

.x 0, m,1I 0, L ... (1.3)

F (a, b, c .
3 2 eI, e ' (1 A)

and (a)" is the shifted factorial which can be defined by

(a)" = l~~a + 1) ... (a -+- II ~ I) = r(1I -; a)/r(a),

We will consider the more general inequality

II =, 1,2, ....
II =, 0.

(1.5)

F (-m, -II, ~-(x --- 1. I)
3 2 -·--fil-- (3, --/1 - Y ,

0, fil, II = 0, I, ... , (1.6)
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which is equivalent to

ml~n.n) (111 - k + fl)(11 - k + Y)(k - 0: - 2) >: 0,
f.... k k k" ~ III, II = 0, 1,...
7,"0 III - n-

415

(1.7)

and prove that these inequalities hold for °< iY < fl, °< 0: < y.
A somewhat related, but easier, question was treated by Askey [1] and

Bustoz [4]. Askey proved that

°< r < (0: + 1)!(y + 1),

-1 < 0: < y,

and Bustoz gave a direct proof that

(1.8)

(1 - rt),,+l
(1 - t)Q+l I gn(r; 0:, y) t",

11==0

with gn(r; 0:, y) ?: 0, °< r < (0: + 1)!(y + 1), -1 < 0: < y. The idea of
using generating functions to change (1.6) to an equivalent problem is the
crux of our proof and one of the proofs uses recurrence relations as in Askey's
proof of (1.8).

2. MAIN THEOREM

THEOREM 1. If°< 0: < min(fl, y) then the following results hold.

min(m.71) m - k + fl 11 - k + y k - iY - 2
I ( m-k )( n-k)( k )?:o, lI1,n=O, I, ..." (2.1)
k~O

(
-m -/1 -0: - 1

3~ " ;-111 - fl, -/1 - Y I) 0, 111,11 = 0, I, ... , (2.2)

(1 - r)13+1 (1 - S)H1

<XC

I hem, /1; 0:, fl, y) rms71
,

m,.n=O

(2.3)

with hem, n; iY, (:3, y) ?: 0, m, n = 0, I,....

The condition iY < min«(:3, y) is a necessary condition for any of these
results to hold.

Remark. The 3F2 in (2.2) is assumed to terminate with min (m + 1, /1 + 1)
terms even if fl or y is an integer.
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Proof The equivalence of (2.1) and (2.2) is true when jJ > -I, y > -I,
for

mln(""n) k '8 k' k 2
(

111 --- ." I )(11 -,-- Y)( -- (X -.-- ).

I III - k 11 -- k k
10---0

= (jJ + 1)", (y + l)n aFe ( -111, -11, -ex -- I: I).
m! 11! - --111 - jJ, --11 _ Y - (2.4)

Multiply the right hand side of (2.4) by r"'s", sum on 111 and 11, and reverse
the order of summation (i.e., sum last on k, the summation index of the
aF2) to obtain

~. (jJ + 1)", (y + 1)n F. (--m, -11,--·0: - I. I)
L. , ,a 2 p , rills"

m.n~O 111. 11. -m--fJ,-I1-y

(I - rs )'+1 __ 5 rr-y (1 - rs)rr+ 1
(l .- r)B+1 (I - S)Y+1 = (I --- r)~-B (I , ) (1_ r)~+l (I _ s)rr-t1'

(2.5)

The two factors (l - r)"-B and (I - s)rr-y have nonnegative power series
coefficients when jJ ex and y ex. So to prove Theorem I it is sufficient
to prove it when ex= jJ = y. It is also sufficient to prove it when 0 < ex < 1,
for the case ex = 0 is

(I - rs) _ ~r .- s__ I .= I -j f r"
(l _. r)(1 - s) (I - r)(l - s) ,,~I

L SU,

n~l

and the case ex I can be reduced to the case 0 ,-::;; ex < I by

(l ~ rs)~+l

(l-r)a+l(l·-s)rr+l
(I - rs )'-LrrJ 1 (l - rs )Lrr j

(T - r)'-Lrrj+1 (I - s)o-Lrr j +1 . (1 - r)L!X j (I - s)L!X j ,

where lexJ is the greatest integer less than or equal to ex.
The most important step in the Lorentz-Zeller proof of (Ll) was the

transformation (1.2). There are many transformations of hypergeometric
functions dating back to Euler for the ordinary 2F1 and to Kummer for the
aF2 . Kummer [7, p. 172] stated the transformation

F. (a, b, c. 1)
a 2 d, e '

r(e) red + e - a - b -- c) ( d - a, d - b, c .
= a~r(e - c) red + e - a - b) d, d + e - a - b '

(2.6)
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See Hardy [6] for a simple proof. Thomae [9] obtained many other trans
formations, one of them being

(
a,b,c) T(d)T(e)T(s) F?(d-a,e-a,s'l) )

3F2 d, e ; 1 = T(a) T(s + b) T(s + c) 3 - S + b, s + c' (2.7

where s = d + e - a - b - c. This can be obtained by iterating (2.6).
Whipple [10] gave a systematic treatment of this type of transformation and a
summary of Whipple's classification is given in Bailey [3]. Apply (2.7) to
(2.2) when n: = f3 = y with a = -ex -- 1 to obtain

(
-m -/1 -:X - 1

17 " •3'·2 ,
-/11 - ex, -/1 - ex I)

T(-m - n:) T( -11 - ex) T(l - ex)
T( - ex - I) T(l - m - ex) T(l - n - ex)

(
I~ml-nl--ex

. 3F2 ' , ;
I - m - ex, 1 - 11 - ex

n:( ex + 1) ( 1 - m, 1 - n, 1 - n:
= 3F2 ;(m + ex)(11 + n:) I - m - ex, I - 11 - ex

(2.8)

The right hand side of (2.8) is clearly positive when °< ex < I, for
(l - exh > °and

(L - mh (I - nh
(l ) > 0, k = 0, I, ... , m - I, (l ) > 0, k = 0, I, ... , n - I-m-exk -n-cxk

and (l - mh(l - nh = °for k ? m or k ? n.
Let m = 1 in (2.2) to obtain

(
-l-n~cx-I) (ex+l)nF. " . 1 -I

3 2 -I - (3, -n - y , - - (1 + (3)(n + y) .

Then let 11 --* 00 to see that ex ~ (3 is a necessary condition. By symmetry
ex ~ y is also necessary.

This completes one proof of Theorem 1. The Lorentz-Zeller proof can
be started by using the Kummer-Thomae-Whipple transformation formulas,
since (1.2) is one of these formulas after a suitable limit has been taken in the
hypergeometric function transformation. Details will not be given since it
is clearly preferable to use the above proof which shows positivity by writing
the sum as a new sum of strictly positive terms.
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3. SECOND PROOF

There is another proof which is worth giving for two reasons. First, it does
not distinguish the cases 0 < ex < 1 from the other cases, and second, it
gives an interesting absolutely monotonic function (one whose power series
coefficients are nonnegative). For simplicity we will only treat the case
a =, f3 =c y.

Form the generating function

F ('j C~ ~~ (0: T 1)71 I/. F (. _. Ill. - 1.1, -.\
III I L II! r:l 2 ... III ·~·t. II __ .\

//00=0

I)

\.-1 F· (_.,.- I, -···111
(1-- r) z 1

-- III _. "

by Pfaff's formula

r)

2FM, b; c; x) = (I -- x)~a zFM, c - b; c; -x/( 1 - x)).

See [5, 2.1.4(22)]. So the problem reduces to showing that

is absolutely monotonic when, O.
Using the contiguous relation [5, 2.8(35)]

we get

(m + 0: -'- I)FlII +l(r) = mF",(r) (it - I) 2Fl( -0:, -:x; -m -- (X; -r/(I - r)).
OJ)

It is clear that the coefficient of rl/. in zF1(-ct, -('i; -m -- ,,; ~-r/(1 ~- r)) is
nonnegative for 0 < n :s;; m + 1. Let us denote :lF2<='::,:.-;,r:,---::~: ; I) by1m." and
the coefficient ofr" in the power series for 2Fl( -a, -it; -m - a; -r/O - r))
by cm .,,' Then (3.1) gives

(m + a +- I)(a + 1)"1;,,+1.,, = m(a + 1),,1;II.n + (it + 1) n!cm.n . (3.2)

Clearly lo.n ;): 0 and In.o ;): 0 for 11 = 0, 1,.... Assume that jj.k ;): 0 for
min(j, k) :s;; n. If we can show that this implies In+1.n+l :", 0 then (3.2)
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implies j;n.n+1 ?: 0, 111 = n + 2, n + 3,... , and by symmetry, fn+l.rn ;;: 0,
I7l = 11 + 2, n + 3, .... Then the proof continues by induction. But

(n +- 0: + 1)(0: +- I)n+dn+l.n+l = n(o: .-! 1)n+lfn.n+l +- (0: +- I)(n + l)! cn.n+l

and bothfn.n+1 ? 0 and Cn.n+l ? 0, sofn+l.n+1 ? O.

4. OPEN PROBLEMS AND RELATED RESULTS

When 0: = fl > -1 the condition y ~.;c 0 is necessary. This follows from
the special case m c= 11 ccc 1. This case gives the condition

] 0:,] >0
- (fl + I)(y + 1) y--

which, when fJ > -I and y > -1, is equivalent to

fl + y + fly ;::c lX.

(4.1)

It is reasonable to assume 0:, fJ, Y > -I but so far the cases when one or more
of these numbers is negative have not been done.

There have been a few results similar to Theorem I in the recent literature.
Askey and Gasper [2] proved that

(
-k -111 -n

F. "
3 2 (-k - 111 - n - 0:)/2, (-k- 111 - n - 0: -+ 1)/2 '

0: ? (-5 + vU)/2 (4.2)

and that this inequality fails when k == 111 = 11 =~ 1, LX <: (-5 + y'17)/2.
The sum of the denominator parameters is of the of the same size as
the sum of the numerator parameters and this is also the case in (2.2).
This must have some significance, but exactly what is not clear. It is
unlikely that a complete answer will ever be given to the question of the
positivity of general 3F2'S, but these results, and the further results in Askey
Gasper [2] for 3F2'S of a different nature, give some indication of the type of
results that can be expected. It is likely that further problems of this type will
arise, and a few methods now exist for treating them.

Note added in proof The last reference in the body of this paper is incorrect. It should
refer to: R. ASKEY AND G. GASPER, Jacobi polynomial expansions of Jacobi polynomials
with nonnegative coefficients, Proc. Cambridge Phifos. Soc. 70 (1971), 243-255.
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